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Abstract

Technology-facilitated abuse (tech abuse) refers to the misuse of dig-
ital systems and features to perpetrate other ‘traditional’ forms of
violence in increasingly complex ways. This phenomenon presents
critical challenges for human-computer interaction (HCI) researchers,
government officials, front-line practitioners, and support organ-
isations. In this study, we analyse 1525 referrals (i.e., someone is
directed to or contacts a specialised organisation) made between
April 2019 and September 2024 to the UK-based domestic abuse
charity Refuge focusing on experiences of tech abuse and associ-
ated help-seeking behaviours. Using quantitative and inductive
analyses, we derive seven distinct personas that capture diverse
circumstances, challenges, and support avenues faced by individ-
uals. These personas offer actionable insights into the design of
interventions, digital platforms, and support systems that prioritise
user safety. Our findings underscore the urgent need for inclusive,
survivor-centred approaches in the development of technology,
tools and policies to mitigate the harm of tech abuse and improve
help-seeking.
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1 INTRODUCTION

Technology-facilitated abuse, or tech abuse, defines the misuse of
technology to perpetrate more ‘traditional’ forms of abuse, such as
intimate partner violence. These technologies span from ‘everyday’
connected devices such as mobile phones and laptops to smart home
systems and the creation of deepfakes using Artificial Intelligence
[9, 48, 50]. As the prevalence of tech abuse rises [40], so too does the
demand for specialised support services to assist victim/survivors
[90]. These organisations are not only providing essential help such
as counselling, legal aid, and refuge, but are also becoming experts in
navigating the technological risks faced by victims [84, 107]. Indeed,
dedicated teams within but also outside these organisations are
emerging [76, 96] focused on providing tailored tools for securing
devices, combating online financial abuse, and empowering affected
parties to (re-)take control of their accounts [43, 69, 93, 111].
Building upon the growing recognition of tech abuse [34, 92, 100],
there is a parallel body of research focused on understanding the
help-seeking behaviours of victim/survivors and how support ser-
vices can more effectively address their needs [100, 101]. Help-
seeking behaviours describe the steps taken by individuals to seek
help/support, a concept explored across a wide range of fields,
including healthcare, finance, and gender studies [21, 37, 54, 71].
Examining help-seeking behaviours in the context of tech abuse
is critical to shed light on the complex obstacles victim/survivors
encounter when accessing support [58, 108]. These behaviours il-
luminate how technology-facilitated harm intersects with support
systems, uncovering opportunities to develop interventions that
prioritise safety and accessibility [65]. Our work offers complemen-
tary insights into designing tools that address these nuanced needs,
advancing the conversation on effective technological solutions.

2 Related Work

Tech abuse is increasingly recognised as a critical facet of domes-
tic and intimate partner violence [32, 67]. Researchers, practition-
ers, and policymakers strive to understand its methods [86, 94],
victims/perpetrators [1], and consequences [28, 64]. Scholars like
Bellini et al. [5], Redmiles et al. [75] and Slupska et al. [85] have
shown how the breadth of technology currently developing has, in
turn, created a multitude of avenues for abuse, such as the use of
social media, online banking, and Internet of Things (IoT) devices.
The diversification of these harms has intensified calls to establish
clear definitions [48, 106], robust measurement frameworks [63],
and actionable interventions, such as embedding Safety-by-Design
principles into technology development [17]. Despite these efforts,
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significant gaps remain in addressing the intersection of technol-
ogy and abuse, particularly concerning the lived experiences of
victim/survivors and the systemic factors enabling such misuse.

As technology becomes a central feature of abusive relation-
ships, understanding help-seeking behaviours has gained urgency.
Research highlights the varied and intersectional needs of vic-
tim/survivors, including men [47], ethnic minorities [27], individu-
als in the Global South [79], and LGBTQ+ communities [80]. Studies
have examined typical support pathways, barriers to accessing help,
and the effectiveness of interventions [30, 41]. Recent advancements
have focused on reducing the burden on victim/survivors through
technology-driven solutions. These include machine learning mod-
els to detect abuse [19], chatbots facilitating disclosure and resource
access [110], and tools for flagging/obfuscating sensitive images
online [51]. However, a pressing demand remains for a nuanced,
evidence-based design that centres on victim/survivors’ perspec-
tives and considers the broader support ecosystem.

This paper addresses these gaps by analysing the help-seeking
behaviours of victim/survivors of tech abuse using data from the
United Kingdom (UK)-based support service, Refuge. We categorise
these behaviours through data-driven personas, offering an evidence-
based understanding of the types of tech abuse experienced and
their relationship to support-seeking strategies. Persona-driven
work using quantitative data from existing records is necessary
to challenge the notion of a single victim/survivor experience. It
allows us to emphasise how diverse pathways to support are shaped
by individual needs and circumstances. By linking these personas
with the well-being outcomes of the victim/survivors, we provide
actionable guidance for designing interventions that improve safety,
accessibility, and efficacy. This work contributes novel empirical ev-
idence to the discourse on tech abuse and establishes a foundation
for developing victim-centred, technology-informed solutions.

3 METHOD

3.1 Data

This paper utilises data from the UK domestic abuse charity Refuge,
which operates the national domestic abuse helpline. In 2018, Refuge
created a dedicated tech abuse team to deal with the growth of
abuse cases involving technology [39]. As part of this initiative,
victim/survivors referred to Refuge provide information on their
experiences of abuse, broader circumstances, and help-seeking be-
haviours. This process is detailed in Appendix A. The information
Refuge gathers on help-seeking includes the type of support needed,
whether they have sought help previously, and which acts of sup-
port made them feel safer. While we had limited access to demo-
graphic information, certain data points were available, including:
(1) the perpetrator’s gender identity, (2) the relationship between
the victim/survivor and perpetrator, (3) the victim/survivor’s im-
migration status, (4) the victim/survivor’s parental responsibilities,
and (5) whether the perpetrator had been in the armed forces. Most
questions offered closed-ended responses, with some allowing fur-
ther elaboration under ‘Other’; however, the associated free-text
responses were not included in our dataset. The only open-ended
questions we had access to focused on help-seeking. Prior to analy-
sis, duplicate records were merged. In total, we reviewed 1525 tech

Janickyj and Tanczer

abuse referrals between April 2019 and September 2023, encom-
passing administrative entry and exit data. Notably, these referrals
do not equate to 1,525 individuals but instead 1,478, as some vic-
tim/survivors had multiple referrals (i.e., individuals have sought
support on more than one occasion). Additionally, some data points
were missing due to relevance or victim/survivors’ preferences.

3.2 Data Collection

During the referral process, Refuge’s front-line workers record vic-
tim/survivors’ responses—primarily to closed-ended questions—into
their SQL database. To maintain anonymity and ensure the data
remain non-identifiable, responses are logged under a ‘womenID’
rather than a client’s name. Refuge’s assessment included 20 ques-
tions explicitly related to technology-facilitated abuse and three
concerning help-seeking behaviours. Although these questions can-
not be shared due to intellectual property restrictions, they focus
on aspects such as the types of technology involved and the specific
acts of tech abuse experienced.

3.3 Data Analysis

The responses given by victim/survivors to Refuge support workers
informed the development of personas. These personas are em-
pirical representations of real victim/survivors which allow us to
examine their varied experiences of tech abuse and distinct help-
seeking behaviours [62, 78]. Using solely the demographic infor-
mation available, we identified the most prevalent victim/survivor,
which we labelled Persona A - Alex. Alex exemplifies the "average"
victim/survivor within this dataset.

We then worked through each of the five demographic questions
separately and identified the next most (and in some cases the
least) prevalent group. These clusters became Personas B-G, with
each persona corresponding to a specific demographic question.
An overview of their defining attributes and experiences can be
seen in Appendix B, and the number of referrals that informed each
persona can be found in Table 1. This inductive approach grounded
the personas in actual victim/survivors, offering insight into both
the "most common" victim/survivor experiences and those that
diverge from the typical [61].

Before we started the analysis, we cleaned responses to the single
open-ended question by correcting any clerical errors, removing
any responses giving no information (e.g.,—-’), and categorised
support needs, such as securing accounts, devices, or locations, as
well as needing specific information or advice. Prevalences were
calculated for each persona using Microsoft Excel.

3.4 Ethical Considerations

This study adhered to the highest ethical guidelines to protect vic-
tim/survivors. Ethics approval was obtained from the University’s
Institutional Review Board before beginning the work. Both authors
completed safe researcher training and became accredited through
the UK Office for National Statistics (ONS) ! under the Digital
Economy Act 2017 (DEA) [68] and completed annual General Data
Protection Regulation (GDPR) training. The data exchange process
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required extensive legal and procedural arrangements, including a
data sharing agreement (DSA) between the charity and researchers,
which took over three years to finalise [49, 98]. Once the dataset
was shared, it was accessible only through a Trusted Research En-
vironment (TRE) ? with strict security measures such as encryption
to prevent misuse. All data accessed was anonymised, and the re-
searchers never had direct access to Refuge’s database. Throughout
the study, we collaborated with several front-line organisations,
including Refuge, who were represented on a project-specific Advi-
sory Board to provide guidance and advice. We maintained contin-
uous communication with Refuge’s data and tech abuse teams to
ensure the accuracy and integrity of our findings.

4 RESULTS

The analysis of the dataset revealed insights into their experiences
of tech abuse, its impacts, and the unique help-seeking behaviours it
triggered. While tech abuse is the predominant form of harm, many
victim/survivors were subject to other forms of abuse, with psycho-
logical abuse being the most prevalent. For most, this presented it-
self through the monitoring and controlling of technology, whereas
those being abused by acquaintances mostly experienced harass-
ment. Notably, a significant proportion of victim/survivors had
not previously sought support specifically for tech abuse and were
uncertain about their needs before approaching Refuge. Among the
various forms of abuse, psychological abuse was most frequently
disclosed, while sexual abuse was the least likely to be reported.
These findings showcase the diverse and individualised nature of
abuse experiences, the complex dynamics influencing help-seeking
behaviours, and the tailored interventions required to effectively
support victim/survivors.

4.1 Seven unique tech abuse experiences and
help-seeking behaviours

Within this dataset, we identified seven distinct personas that cap-
ture the diverse circumstances and dynamics of tech abuse. The
personas are as follows: (A) the most prevalent (or "average") vic-
tim/survivor, (B) those not living with their perpetrator and without
children, (C) those living with perpetrators who held insecure im-
migration statuses (i.e., other than UK National, indefinite leave
to remain, or settled status), (D) those whose perpetrators were
acquaintances, (E) those whose perpetrators were in the armed
forces, (F) those experiencing domestic abuse by someone other
than a current or ex-partner (i.e., adult family violence), and (G)
those with female perpetrators.

4.1.1 Persona A - Alex. Alex represents our most prevalent per-
sona and typifies the "average" victim/survivor. Tech abuse in this
persona was perpetrated by the male current or former partner
of victim/survivors. They were predominantly UK Nationals, with
children, and their perpetrator was not in the armed forces. The
most common form of abuse Alex experienced was psychological
(98.95%), followed by physical, financial, and sexual abuse (70.06%,
57.76%, and 39.60%, respectively). Mobile phones (i.e., calls and
messages) were used to perpetrate most of the abuse (53.95%),
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followed by social media (11.39%). Other technologies involved
location-tracking services, economic systems, and security devices
(10.08%, 4.38%, and 3.58%, respectively). Tech abuse acts typically
involved monitoring their mobile phone, controlling smart home
devices, or depriving them of technology (48.67%). Other notable
actions involved harassment (public or private, and towards the
victim/survivor’s friends, family, or co-workers; 31.55%), financial
abuse (withholding money or coerced debt; 10.42%), and image-
based abuse (sending images to or of the victim/survivor, including
threatening to do so; 5.02%).

Our analysis of help-seeking behaviours also revealed that vic-
tim/survivors often disclosed their abuse to only one entity, with
the type of abuse shaping their choice of confidant. For example, vic-
tim/survivors of financial abuse told family members (27.67%), while
those facing physical, sexual, and psychological abuse told police
officers (38.00%, 38.75%, and 29.45% respectively). However, regard-
ing their help-seeking of tech abuse, only 5.20% of victim/survivors
sought support prior to coming to Refuge, underscoring the limited
awareness and pathways for addressing this specific form of harm.
Reflecting this uncertainty, an overwhelming majority (92.16%) re-
ported not knowing what kind of support they needed. Among
those who could articulate their needs, a small fraction sought
advice (1.53%) or indicated a general need for support without spec-
ifying the type (1.63%). When asked what forms of assistance made
them feel safe, victim/survivors emphasised practical interven-
tions. The most impactful support included "securing my accounts"
(23.36%), "provided guidance/resources to secure accounts/devices"
(22.21%), and "helped secure my location" (11.45%).

4.1.2  Persona B-Bailey. Although Bailey did not live with their
perpetrator and did not have any children with them, they expe-
rienced similar levels of physical and psychological abuse as Alex
(73.93% and 98.57% respectively). They faced less financial abuse
(48.56%) but more sexual abuse (48.57%), most often from a male
(92.92%) ex-partner (83.49%). While experiencing less monitoring
or controlling of technology (41.53%%), they endured higher levels
of harassment (36.57%) and image-based abuse (8.80%), often via
social media (14.63%). They also expressed greater concern about
online privacy (6.77%). Reflecting the nature of their abuse, Bailey’s
help-seeking often focused on social media—seeking ways to block
perpetrators, remove harmful content, and report abuse to the po-
lice. Some had sought help for tech abuse before (5.66%) and for
most forms of abuse (excluding financial abuse, disclosed to family),
they approached the police. Like Alex, key concerns included the
abuse worsening (42.99%), or the perpetrator committing lethal
violence (14.33%). Securing accounts, devices, and location (29.31%,
23.71%, and 12.93%) were the most beneficial acts of help Bailey
received.

4.1.3  Persona C-Charlie. Charlie was more physically dependent
on their perpetrator than other personas. Their perpetrator was typ-
ically a male (96.77%) partner (64.52%) or ex-partner (35.48%), and
they experienced psychological abuse most frequently (100%), fol-
lowed by high levels of physical (96.67%), financial (90.32% ), and sex-
ual (63.33%) abuse. Charlie faced typical levels of abuse via location-
tracking apps (8.95%) but more economic abuse (8.62%), with moni-
toring/controlling behaviours being most prevalent (67.12%). They
also experienced higher rates of image-based abuse than others
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Table 1: Tech-abuse experiences of the personas A-G, including the n-values for each category.

Tech Abuse Behaviour | Full Data | A B C D E F G
n| 1525 1058 212 31 8 38 54 51
Harassment | 30.97% | 31.55% 36.57% 12.33% 57.89% 33.78% 32.17% 38.21%
Monitoring/Controlling | 48.69% | 48.67% 41.53% 67.12% 31.58% 50.00% 47.83% 43.09%
Economic | 10.08% | 1042% 7.90%  9.59%  0.00% 13.51% 11.30% 8.94%

Image-based 5.91% 5.02% 8.80% 9.59% 0.00% 1.35% 3.48% 4.88%
Impersonation 1.83% 1.69% 3.16% 0.00% 5.26% 0.00% 3.48%  3.25%
Other 2.51% 2.65% 2.03% 137% 526% 135% 1.74%  1.63%

within this data (9.59%), often involving threats to share images
rather than actual dissemination. Charlie’s dependence on their
perpetrator was reflected in worries about homelessness (13.11%)
and concerns over their children being taken (11.48%) or harmed by
the perpetrator (9.84%). Police were most often told about physical
and sexual abuse, while family members were confided in about
psychological and financial abuse. Few knew what support they
needed (3.23%), and Charlie had not sought help for tech abuse be-
fore. However, they benefitted from interventions similar to Alex.

4.1.4  Persona D-Dakota. Dakota’s experience differed from other
victim/survivors as their perpetrator was an acquaintance, which
influenced the types of abuse they faced. Their perpetrator, who
was predominantly male (75.00%), committed psychological abuse
but less frequently engaged in physical or sexual abuse (37.50%
and 37.50% respectively). Dakota did not experience financial abuse.
Certain platforms, such as social media (27.27%) and dating or gam-
ing sites or apps (13.64%), were more commonly used in their case.
Harassment was the most prevalent form of abuse, affecting 57.89%
of Dakota’s experiences. Regarding help-seeking, Dakota, on aver-
age, told more entities of their psychological abuse (1.7) compared
to their physical (1) or sexual (1.3) abuse. Again, in all cases, a po-
lice officer was most often told. Dakota was one of the examples
that did not disclose what support they would need the most but
did try to seek support for their tech abuse in the past (12.50%).
This could relate to one of Dakota’s worries being stalking (23.08%).
The most common support Dakota benefited from was "securing
my accounts” (25.00%), which correlates with their concerns about
stalking and experiences of harassment.

4.1.5 Persona E-Ezra. Ezra’s perpetrator, a male in the armed
forces (100%), was typically a partner or ex-partner (23.68% and
71.05%, respectively). Ezra was subject to less physical (60.53%) and
sexual abuse (31.58%) than the Alex but faced similar levels of finan-
cial abuse (57.89%). They were constantly subjected to psychological
abuse. In terms of tech abuse, Ezra faced higher levels of location
tracking (12.99%) but lower levels of social media abuse (9.09%)
compared to the dataset. Monitoring/controlling behaviours were
common (50.00%), but they faced slightly more economic abuse
(13.51%). Ezra rarely sought help (89.47%), though they mentioned
needing general online support (2.63%). They had seldom sought
support for tech abuse (5.26%), and Ezra disclosed their abuse to few
people, averaging 0.25, 0.5, 1.18, and 1.54 individuals about their
sexual, financial, physical and psychological abuse respectively.
Help from official organisations, friends, and family was common.

Helping Ezra secure their location made them feel safer compared
with the general dataset (20.45%), as did helping them secure home
devices (4.55%) and supporting their debt management (4.55%).

4.1.6  Persona F-Frankie. Frankie, representing those victim/survivors
experiencing "adult family violence,' had a male perpetrator (64.81%),
typically a parent (44.44%). They faced higher levels of physical
(83.33%) and similar levels of psychological (96.15%) and financial
abuse (53.85%) compared to the most common victim/survivor, Alex.
However, sexual abuse was less common (22.22%). The tech abuse
Frankie faced was similar to Ezra, with monitoring/controlling
behaviours (47.83%), harassment (32.17%), and economic abuse
(11.30%) being most common. Frankie did not try to seek help for
their tech abuse but recognised a need for securing accounts/devices
(5.36%), financial tech abuse (1.79%), and other general advice (5.36%).
In some cases, they knew they needed support but were unsure of
what (3.57%) or that they needed ‘other’ forms of support (9.59%).
Regarding their other abuse, they most often told a police officer,
but with financial abuse, they told friends. As expected, Frankie did
not disclose any of their abuse to a family member.

4.1.7 Persona G-Georgie. Georgie’s perpetrator was always fe-
male. They were often an ex-partner (45.10%), but the next most
common perpetrator was their mother (15.69%). They experienced
psychological abuse in all cases, and physical (68.00%) and finan-
cial (52.00%) abuse most of the time. Similarly to Frankie, they
experienced less sexual abuse (27.45%). Compared to other vic-
tim/survivors, Georgie was subjected to more abuse using tracking
apps and services (13.91%) and via social media than Alex(19.13%).
Relating to this, the behaviours they experienced included control-
ling technology (38.21%) and harassment (38.21%). Georgie rarely
sought help for their tech abuse but most often felt they needed
advice or information (11.11%). They disclosed their abuse to more
people, particularly police officers or professionals, than other vic-
tim/survivors. The most helpful support they received was guidance
on securing devices and accounts (25.00%).

5 DISCUSSION

Our analysis underscores the nuanced circumstances of victim/survivors
of tech abuse, particularly how their experience with technology
shapes their help-seeking behaviours. The findings highlight that
many victim/survivors encounter similar abuse tactics, such as
monitoring/controlling behaviours and harassment, with some ex-
periencing abuse through specific technologies such as location-
tracking apps. Additionally, we found that many victim/survivors
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had not sought help before, with the co-occurring abuse types in-
fluencing this. The different personas within our study reported
varying degrees of understanding and awareness of the support
they needed to combat tech abuse, further underlining the complex
interplay between technology, help-seeking, and victim/survivor
needs.

One of the central findings in this analysis is that many vic-
tim/survivors did not seek help for tech abuse before reaching
Refuge. One possible explanation is the difficulty in recognising
tech abuse as a form of violence, compounded by the normalisation
of certain behaviours within digital spaces, making them harder to
identify as abusive. Studies [35, 59] show that the increasing nor-
malisation of tech-related misuses, such as tracking and harassment
via smartphones and apps, complicates both recognition and help-
seeking. Furthermore, barriers to help-seeking often include a lack
of technical knowledge, difficulty gathering evidence, and a gen-
eral unawareness of available resources [41]. Wei et al. [103] have
shown that sociodemographic factors affect security behaviours.
Together, these issues illustrate the complex nature of seeking help
for tech abuse, particularly within the context of evolving digital
technologies. From an HCI perspective, it is evident that the design
of support systems for tech abuse needs to be more nuanced. Digital
platforms often lack mechanisms for recognising and addressing
abuse that occurs through emerging technologies, like stalkerware
[13, 16]. Effective support systems must be designed with an under-
standing of these barriers and offer tailored solutions for victims
who may not even realise they need help [25].

Although tech abuse is a relatively new form of abuse, it fre-
quently co-occurs alongside other types of violence, especially
psychological abuse. Compared with the other forms, psychological
abuse often does not have the same requirements of being ‘physi-
cally present’ [109]. Because of this, it is often seen as less severe
than physical abuse [105] even though it creates a sense of omnipres-
ence for the perpetrators that the victim/survivors cannot escape
from [57]. Conversely, we see the least common co-occurrence of
abuse here is tech abuse with financial and sexual. However, as seen
by O’Malley and Holt [66] there has been an increase in sextortion,
an act that involves threatening to share intimate images which
can in some cases have financial demands attached to it. So while
we do not see instances of these abuse types co-occurring here it is
happening and in many cases, victim/survivors don’t seek help due
to feelings of shame or the belief that no one can help which often
leads to symptoms associated with depression and anxiety [74].
The design of technology plays a significant role in this dynamic.
For instance, social media platforms can inadvertently facilitate
the perpetration of tech abuse [75, 81]. With this, it is clear that
technologies must be redesigned to better protect users by both
preventing this abuse and offering clear pathways for reporting
and support [6, 8, 32, 55, 95].

In our results, we examined who victim/survivors disclosed
their abuse to and the number of individuals they confided in.
Given psychological abuse was most prevalent, it is fitting that
victim/survivors of this abuse told the most people about it. This
can often present through harassment, which many adults beyond
our dataset experience [99]. As harassment has increased, vari-
ous response mechanisms have emerged, both within digital plat-
forms and through third-party tools designed to support users
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[45, 88, 102]. In contrast, sexual tech abuse, was less prevalent and
disclosed to fewer individuals. Public perceptions of sexual abuse,
particularly image-based abuse, often involve victim-blaming, harm
minimisation, and stigma, which are well-documented barriers to
help-seeking [29, 52, 73]. These societal attitudes likely contribute
to the lower rates of disclosure of sexual abuse compared to psy-
chological abuse, highlighting the complex dynamics that shape
victim/survivors’ decisions to seek help within digital spaces [73].
Beyond these attitudes we can also see the impact of having built-
in reporting mechanisms; the more routes to disclosure that exist
within the misused technology the more victim/survivors are able
to safely report their abuse and get support [3].

Our findings also highlight that victim/survivors with perpe-
trators in the armed forces or female perpetrators of tech abuse
face unique challenges (e.g., location-tracking apps). While stalker-
ware and other forms of digital surveillance are becoming increas-
ingly prevalent [18, 46], detecting these tools remains a significant
challenge, even with improving detection methods [26, 42]. Vic-
tim/survivors may not seek help due to feelings of embarrassment,
fear of escalation, or the perception that their experiences aren’t
"serious” enough [2, 89]. It is also important to consider the per-
ception of abuse by female perpetrators. These acts of violence are
thought of as less impactful, less serious, and less intrusive, per-
ceptions which can all impact the help-seeking of victim/survivors
of these female perpetrators [11, 104]. This highlights the need for
digital platforms to reconsider how they address forms of abuse that
may be minimised or overlooked in public discourse. Designing
more intuitive and accessible systems for identifying, preventing,
and responding to tech abuse must also account for these complex
perceptions of severity and gendered dynamics of violence.

Our analysis uncovered the unique challenges faced by vic-
tim/survivors of adult family violence, such as those experienced
by Frankie, whose abuse trajectory mirrored the broader dataset.
Within this group, no one had sought support for tech abuse be-
fore. Adult family violence is unique in the sense that it is under-
researched compared to abuse in other periods of the life course
[82]. These other forms of family violence, such as child and elder
abuse, have been shown to have their own unique forms of help-
seeking. Pereira et al. [70] showcased how children favour informal
reporting while Dominguez, Storey, and Glorney [23] found that
barriers to elders seeking support included fear of the consequences,
their knowledge of support services, and their perception of the
abuse. With this, we see that further research is needed both to raise
awareness for victim/survivors of adult family violence but also to
anticipate the required support. But, these support systems must be
equipped to recognise and assist those facing family-related tech
abuse, especially when the abuse is entrenched within complex
interpersonal dynamics and the victim/survivors are likely to expe-
rience a lack of understanding or inappropriate responses if they
do report the abuse [77].

Another critical factor identified in our study is the vulnerability
of victim/survivors like Charlie, whose immigration status exac-
erbates their exposure to financial and tech abuse. For individuals
in similar situations, concerns about homelessness, the welfare of
their children, and the overwhelming burden of financial depen-
dency on their abuser significantly complicate their ability to seek
help. Research has shown that financial abuse, often intertwined
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with tech abuse [5], is a significant barrier to escaping abusive re-
lationships, as victim/survivors are financially dependent on their
abusers [20, 36]. This dependency makes leaving the relationship
exceedingly difficult. Additionally, prior research underscores the
detrimental effects of financial insecurity on both security and pri-
vacy. In particular, a recent study highlights how financial instability
exacerbates these challenges, particularly for those in transitional
housing or at risk of homelessness [83]. These findings resonate
with our own, illustrating how financial and tech abuse are inextri-
cably linked, particularly for victim/survivors facing compounded
vulnerabilities [7, 24, 44].

5.1 Implications for Design and Support
Systems

The findings from our study highlight several implications for the
design of tech-based support systems for victim/survivors of abuse.
First, a significant barrier to help-seeking is how victim/survivors
perceive their situations. While efforts to raise awareness of these
emerging harms are underway, more must be done to shift the
onus from victim/survivors to platforms and digital systems, which
should proactively recognise abuse and offer clear response and
reporting mechanisms [15, 55]. Second, while victim/survivors of
traditional abuse often seek help from police or other agencies,
tech abuse lacks the necessary training, recognition, and legislation
to provide effective support through these channels [31]. Support
systems must anticipate the threats associated with emerging tech-
nologies and become equipped to be responsive and future-proof.
Methods such as design fiction [10, 38], future and foresight tech-
niques [4, 60, 91], and anticipatory ethnography [53] can help guide
this process. Third, many victim/survivors are unsure about the
support they need. While some platforms provide "quick exit" but-
tons [97] and similar features, more must be done in recognition
of those who do not have the media literacy or the technology
(that is not monitored) to educate themselves about the types of
support available [72]. Lastly, technologies must be developed with
these victim/survivors in mind. They should consider threat models
[85], the UI bound adversary [33], and the possible abuse vectors
[86] in their design processes. These considerations will mitigate
the risk of these technologies being misused and limit their pos-
sible impact on victim/survivors. Overall, foundational research
like ours is essential in shaping the design of online spaces and
digital tools, ensuring they are rooted in the lived experiences of
victim/survivors.

5.2 LIMITATIONS

While our analysis is rigorous, several limitations must be noted.
First, our personas, though diverse, may not fully capture the range
of victim/survivor experiences [22]. Second, the anonymised dataset
lacks demographic details (e.g., age, ethnicity), limiting our ability
to explore nuanced differences across groups. Finally, as Refuge
primarily supports women (including transwomen) and children,
the dataset does not include experiences of (trans)men or non-
binary individuals.

Janickyj and Tanczer

6 CONCLUSION

This paper has provided a detailed exploration of the diverse experi-
ences of tech abuse and the complex help-seeking behaviours exhib-
ited by victim/survivors. Our findings reveal that tech abuse extends
beyond traditional forms of harassment and monitoring through
social media and mobile devices, incorporating a range of digital
tools and technologies. We have shown how victim/survivors’ abil-
ity to recognise and seek help for tech abuse is heavily influenced
by the nature of the abuse they experience, as well as their depen-
dency on the perpetrator. Both of which silence victim/survivors
and complicate pathways to support. Beyond this, our analysis also
indicated that the lack of awareness around available support is a
critical barrier.

This work contributes to the growing body of research on the
intersection of technology and abuse, highlighting the need for
targeted interventions and support systems, including introduc-
ing more overt methods of intervention [14, 56], more training
for support professionals such as police officers to recognise this
abuse [87, 90], and more avenues for victim/survivors to educate
themselves on the available support [12]. Ultimately, our goal is to
foster a more informed, compassionate, and responsive approach
to the challenges faced by tech abuse victim/survivors, ensuring
that they have the necessary resources and support to reclaim their
safety and autonomy.
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A Step-by-step process of Refuge’s
victim/survivor support

Here, we highlight the step-by-step process a victim/survivor goes
through when they approach or are referred to Refuge for sup-
port. Firstly, they typically reach out to Refuge via the helpline,
local outreach services, or they are referred by a professional. This
can include the police, healthcare professionals, or children’s ser-
vices etc. They share their lived experience with a front-line spe-
cialist who gathers demographic details and records key points.
This is followed by a technology assessment that ensures the vic-
tim/survivor’s safety regarding app and device settings.

Next, a standardised Domestic Abuse, Stalking, and ‘Honour’-
based Abuse (DASH) risk assessment is carried out, alongside a
Refuge-specific questionnaire unique to the service’s process and
data management system, which can not be disclosed for confi-
dentiality and intellectual property reasons. A section of this as-
sessment is dedicated to the victim/survivor’s experience of tech
abuse.

Based on the assessment, a safety plan of agreed-upon actions
is discussed with the victim/survivor. This leads to one of three
outcomes: (1) support within the community, (2) admission to a
refuge, or (3) the woman declines support. Community support is
provided to women who do not require or wish to access accommo-
dation at one of Refuge’s domestic abuse shelters (also commonly
referred to as a "refuge"). Instead, they work with an outreach sup-
port worker who meets with them in their home or another safe
place. For these victim/survivors, an initial check that their phone
is secure and that it is safe to communicate occurs before their
DASH risk assessment. The more thorough tech assessment is then
conducted after. Victim/survivors admitted to a refuge or safe house
stay as long as necessary and work with an allocated key worker
to secure permanent housing. Upon leaving Refuge’s service, an
exit questionnaire is conducted to assess their situation. The data
analysed in this study includes both the initial risk assessment and
the exit questionnaire.
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Victim/survivors approach Refuge, via
their helplines, local suppart services or
are referred through professianals (e.g.,
the pelice or healtheare professianals).

Avictim/survivor shares their lived
experience with a specialist frontline
worker who prompts them with
demographic questions and notes
down important pieces of
infarmation

J

\

If the victim/survivor is not being
admitted to a refuge they first check
their phone is secure and that it is safe
to communicate.

The frontline worker conducts a tech
assessment to evaluata risks around l
Ineation sharing.

The frontline worker conducts a
4 standardised DASH risk assessment as
well as questions unique to and
developed by Refuge. A section of this
assessment is dedicated to the tech
abuse they experience

The frontline worker conducts a
standard ised DASH risk assessment as
well as questions unique to and 1
developed by Refuge. A section of this
assessment is dedicated ta the tach
abuse they xperience

The frontline warker conducts a tech
assessment to evaluate risks around
location sharing.

The frontline workar and the
vicitm/survivor discuss and agree upon a
safety plan of actions.

5 r , <
The woman is The waman is The woman
supparted within admitted into a daclines Refuge's
the community refuge support.
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When a victim/surviver leaves Refuge's
service a similar exit questionnaire is
conducted to evaluate their current
situation.

4

Figure 1: Flowchart depicting Refuge’s process. The data anal-
ysed here comes from the risk assessment and exit question-
naire.
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B Graphical representation of the seven
personas, their tech abuse experiences, and
their unique help-seeking behaviours

The graphic below showcases all seven personas identified from this
dataset of real victim/survivors. It highlights their defining attribute,
the types of tech abuse they experienced, and the help-seeking
behaviours they showcased. They also indicate the percentages
of each persona that experienced physical, sexual, psychological,
and financial abuse as well as the percentages that had sought help
before.

Mame: Alex
Attribute: Most prevalent

Physical abuse: 70.06%

Sexual abuse: 39.60%

Psychological abuse: 98.95%
Financial abuse: 57.76%

Sought help: 5.20%

Tech abuse experienced: Harassment & Having their tech
manitored

Help needed: Unknown

- Y

)O

/T N

Name: Bailey
Attribute: No children, not co-habiting

Physical abuse: 73.93%

Sexual abuse: 48.57%

Psychological abuse: 98.57%

Financial abuse: 48.56%

Sought help: 5.66%

Tech abuse experienced: Abuse via social media & Image-
based abuse.

Help needed: Blocking perpetrators and removing harmful

\_CDI’]IEI‘]E j

)O

4 N

Name: Charlie
Attribute: Insecure Immigration status

Physical abuse: 96.67%
Sexual abuse: 63.33%
Psychological abuse: 100%
Financial abuse: 90.32%
Sought help: 0%

)O

Tech abuse experienced: Economic abuse, Image-based
abuse & Having their tech monitored.

Help needed: N/A
.

S

Figure 2a: Characteristics of Personas A-C, their abuse, and
help-seeking experiences.
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)O

..\I
Mame: Dakota

Attribute: Perpetrator is an acquaintance

Physical abuse: 37.50%
Sexual abuse: 37.50%
Psychological abuse: 100%
Finamcial abuse: 0%
Sought help: 12 .50%

Tech abuse experienced: Harassment via social media,
dating apps, & gaming sites.
Help needed: Securing their accounts _,/I

-

)O

MName: Ezra \"

Attribute: Perpetrator in the armed forces

Physical abuse: 60.53%
Sexual abuse: 31 58%
Psychological abuse: 100%
Finamcial abuse: 57.89%
Sought help: 5.26%

Tech abuse experienced: Location tracking, economic
abuse, & monitoring behaviours.
Help needed: Securing their location & home devices _./I

-

)O

Mame: Frankie
Attribute: Familial perpetrator

Physical abuse: 83.33%
Sexual abuse: 22 22%
Psychological abuse: 96.15%
Financial abuse: 53 .85%
Sought help: 0%

Tech abuse experienced: Monitoring behaviours,
harassment & economic abuse.
Help needed: Securing accounts & help with financial abuse _./I

-

N

)O

MNama: Georgie
Attribute: Female perpetrator

Physical abuse: 65.00%
Sexual abuse: 27.45%
Psychological abuse: 100%
Finamcial abuse: 52.00%
Sought help: 3.92%

Tech abuse experienced: Location tracking & abuse via
social media

Help needed: Genderal advice _./I

Figure 2b: Characteristics of Personas D-G, their abuse, and
help-seeking experiences.
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